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Abstract

In characteristic-based boundary formulations, reflecting
boundary conditions are used where non-reflecting boundary
conditions are not applicable. Physical boundary conditions are
set through the incoming wave amplitudes. This work propose
to estimate the incoming wave amplitudes with control func-
tions. The method which previous works have used, is indenti-
fied as P-controllers. This study examines P- and PI-controllers
for Poiseuille flow. A new test, which assesses the quality of
the boundary conditions, is used to evaluate the boundary con-
ditions. Results are found to improve significantly when a nu-
merical filter is applied.

Introduction

Thompson [l1i, 2] presents a characteristic based way of develop-
ing boundary conditions for the Euler equations. This method
is straightforward to implement, and to extend to other types
of flow. Poinsot and Lele [3] have developed this method fur-
ther for direct numerical simulations of compressible flow, and
Baum et al. [4] extend this to reactive multicomponent flow.
Okong’o and Bellan [§] extend the method to real gas mixtures.

The key idea for characteristic-based boundary conditions
(CBCQ) is to identify outgoing and incoming waves and then set
the correct boundary conditions in terms of them. To ensure
well posed and well behaved solutions, waves emerging from
the computational domain must be calculated from the domain
and not be specified. The CBC method is only strictly valid
for hyperbolic systems, like the Euler equations. However, [3]
use results from well-posedness analyses, extend CBC to the
Navier-Stokes equations, and hence call it NSCBC (Navier-
Stokes Characteristic Boundary Conditions). Characteristic-
based boundary conditions have evolved to become an attrac-
tive way of solving the boundary problem, and have been used
in a number of studies today.

Characteristic-based boundary conditions

A general system in three dimensions is treated as locally one-
dimensional, where the normal direction to the boundary is de-
noted by xj. Terms from the other directions are passive in the
analysis, meaning that the main effects of the flow are along the
normal direction. To perform the analysis we need the primitive
form of the equation system:
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Assume that A is diagonalizable, then a diagonal matrix, A, with
the eigenvalues A; of A along the diagonal, can be obtained by
the similarity transformation,

STIAS = A, )

where A;; =0 for i # j and A;; = A; for i = j. The columns of
the matrix S are the right eigenvectors, ;, and the rows of the

inverse matrix, S~ !, are the left eigenvectors, liT of A. Multiply

Eq. (@ with S~!,
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and define .Z as,
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This gives the primitive form of the Time-dependent boundary
conditions: 3
U
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If the system was linearly hyperbolic with C = 0 and A inde-
pendent of U, then the change of variables to W = S~!U, would

give a set of wave equations,
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with characteristic velocities A;. When A; > 0, the waves will
propagate in the positive x-direction. It is then obvious that w;
cannot be specified at the right boundary, and that w; must be
specified at the left boundary. For a quasi-linear system like
the Euler equations, it is not so simple anymore. However, it
turns out that A; is the velocity and .%; is the amplitude of the
different waves and .%; is the proper variable to specify at the
boundary [I]. For outgoin£ waves the .Z; are calculated from
its definition, Eq. @)). Therefore write the outgoing .%; as iﬂf
and incoming as ;. The eigenvector matrix S is also split
into ST and S~, where ST contains eigenvectors with positive
eigenvalues. Eq. @) now reads:
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Since £~ represents incoming waves, this is the only variable
left to link the surroundings with the domain. Hence, all bound-
ary conditions must be set through .Z~. The task is then to
find equations for the unknown £~ which represents different
boundary conditions.

Typical boundary conditions for the generalised system

If the time-derivative of a given quantity, like for instance the
velocity, is to be specified, an equation for ., may be found
from Eq. @,
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For a wall at rest the proper boundary condition would be to set
the velocity equal to zero at the wall and find the Z;~ which
gives du/dt = 0. Non-reflecting boundary conditions may be
achieved by setting the amplitude of the incoming wave to zero,
i.e. £ = 0. This may, however, in some cases lead to drifting

2outgoing means that A; > 0 at x = xpmax and A; < 0 at x = Xy -



values of the variable at the boundary and hence in the whole
field. A way to overcome drifting values is to specify dU; /ot
using a PID controller (three-mode controller):
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where AU; = (U; —U;?), T is the integral time, Kp is the propor-
tional gain, Kj is the integral gain, Kp is the derivative gain and
a start term for the controller (Sf < *)O. The start term can be
based on an analytical solution, a previous simulation or simply
set to zero. Inserting oU;/dr from Eq. @) gives:
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The reasoning behind this method is presented in [€]. Now,
the discussion continues with the Euler and the Navier-Stokes
equations.

Single-phase Euler equations

The Euler equations in one-dimension reads:
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and the equation of state
p=pc, (13)
where c is the speed of sound.

Boundary matrices for the Euler equations

In this section, the boundary matrices for the Euler equations
in one dimension, also referred to as the LODI (locally one-
dimensional inviscid) relations are presented. The system vec-
tor, matrix and the eigenvalue matrix are
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The eigenvector matrix and the inverse
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When subsonic flow (|u| < ¢) is assumed, the eigenvector matrix
at the upper boundary, (x = xmax), s split into:
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We can also find £+,

.Z*:.Zg:(u—i-c)(g +pc 31) (17)

Non-reflecting boundary conditions

Eq. @) now becomes:
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and
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% may be eliminated from the equations if we rewrite Eq.
b= 2pc?, : (20)
and insert this in the pressure Eq. ([I8),
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By setting .Z} = 0, the non-reflecting boundary condition used
by Rudy and Strikwerda [7] is found, see also the footnote on
page 111 of Poinsot and Lele [3].

It is known that specifying .#} = 0 may lead to a drifting pres-
sure, and by studying Eq. (I8) and Eq. ([9) it is easy to realize
why it happens. First note that a steady solution is only possi-
ble when % = 0, or dp/dx = —pcdu/dx. When using the Euler
equations in 1D it is often the case that dp/dx = du/dx = 0 in
the steady solution and hence no drifting pressure will occur. A
way to represent 2D viscous effects in a 1D-simulation is to use
friction factors. By adding a wall friction term f/u|u to Eq. ([9),
Eq. @I now becomes:
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When %) = 0 and du/dt = 0 is specified at the other boundary,
du/dt — 0 at this boundary as well. Eq. (€2 is reduced to:

ap
3 = pcflulu. (23)

It is now clear that the pressure will drift unless the velocity
equals zero.

Partially reflecting boundary conditions

A way to overcome the problem of drifting pressure was pro-
posed by []:
ap B
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where p.. is the pressure at some reference state located at in-
finity. [§] studied the behaviour of a linearised Navier-Stokes
system and claimed that the coefficient k£ should be of the form
k=0o(1—.#%)c/L. .# is the maximum Mach number in the
flow, L is a characteristic size of the domain, and G is a constant.
They derived an optimal value for ¢ around 0.27, but their tests
showed that a value of 0.58 provides better results. [3] com-
pared Eq. @4)) and several other methods, they arrived at setting
2 = k(p — pe) with 6=0.25 and using this in all equations at
the boundary. They also suggested that the method might per-
form better if an analytical expression for %] were available,
then the expression for .#] becomes:

gl — ﬂexae[—ﬁ—k(p—pw). (25)

If we consider the procedure of modifying Eq. @4) in terms
of control engineering, the methods of the previous section are
recognised as controllers. Specifically, the methods used by [[7]
and [3] are recognised as P-controllers for dp/dt.

It is known from control engineering that a PID-controller per-
forms better than a P-controller. With Ap = (p — p«), a PID-
controller for dp/ot may be written as:
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The P-controller of [A], Eq. @3, is found if we set £ =
.Zf”“m, Kp =kT and K; = Kp = 0. [9] used the same approach
as [3], at the inlet in addition to the outlet, i.e. by specifying £,
on the form,

L =Kin(u—u) + Kin(v—v™). Q7

L

Thus it makes sense to use a PID-controller at the inlet as well.

Numerical methods

For the time integration, the five-stage, fourth order, explicit
Runge-Kutta scheme of [[L(] is chosen, mainly because it is
nearly as effective as the standard RK-schemes while only need-
ing two storage registers for each equation.

Finite differences (RKFD)

Eq. @ is discretised in all points by replacing d/dx by finite
difference operators. After each time step, the solution vector
U is filtered by a filter function,

U= (1+¢pDp)U, (28)

where the filter coefficient {p is given by (—1)"T1272" for a
(2n)th-order filter, and Dy is the dissipation matrix. Special
care must be taken when dU;/dr is given on the boundary or
estimated by a P-controller. The easiest solution is to not filter
the boundary point for U;. When a PID-controller is used at the
boundary, there is no need for special care since the controller
makes sure that the solution slowly converges to the specified
value.

A more thorough discussion of explicit filters and high-order
finite difference operators can be found in Kennedy and Car-
penter [[L1].

Single-phase poiseuille flow

In order to check the implementation and to compare the differ-

ent controlling methods, the plane channel of [3] is chosen.

Problem description

A viscous fluid, with kinematic viscosity v = 2m? /s and speed
of sound ¢ = 300m/s, flowing in a 2D plane channel, with
length L = 10m and half-height 4 = 1m, is studied here.

The inflow conditions are:

w(0,,1) = g [cos (g%)r (29)

v(0,y,1) =0, (30)

where uy = 30m/s is the maximum inlet velocity. The
Reynolds number is Re = uph/v = 15 and the Mach number
is 4 =up/c=0.1. An analytical solution may be found if
this case is considered to be incompressible. A criterion for this
is:

-« 31)

For this computation, L/hRe™!.#?* = 0.007 and the incom-
pressible solution may be considered to be close to the exact
one. The exact solution is:

pt 3 5
where
u(x,y,1) = um(1— (y/h)*), (33)
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and upy, is the maximum velocity: uy, = — 20 0x K%, Tnitial
values for the calculations are:
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v(x,y,0) =0, (34)
P(x,3,0) = pin = Tkg/m’.

At the inlet, the velocity is specified and the unknown _%; are
found from the LODI relations, (Sec.,). At the outlet, the pres-
sure is specified with a controller for dp/odt. For simplicity, the
discussion is restricted to P- (K; = Kp = 0) and PI-controllers
(Kp =01in Eq. €8):
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where du/0x® is found from continuity of the exact solution.
For the proportional term we take Kp = 6(1 —.#?)c/L and the
integral term is K; = Kp.

About the computations

The Navier-Stokes equations were discretised in the same man-
ner at the boundary as in the inner domain. The domain was
discretised with an equidistant 21 x 21 grid and the spatial dis-
cretisations were obtained with an eight-order first-derivative
operator. For the viscous terms, the first-derivative operator was
applied twice. The solution was filtered after each time step
with an eight-order explicit filter. The steady-solution found
agrees with [3].

Evaluation of the boundary conditions

In order to find out how good the boundary conditions are, they
should be tested where something can be stated about their per-
formance. Therefore a new test for the boundary conditions is
presented.

In Fig. [l three Channels A, B and C are shown, for clarity the
figure is not drawn dimensionally correct. The length of Chan-
nel C in Fig.[Mis twice that of Channel A and Channel B. With
this configuration, the obtained solution in Channel A can be
compared with the solution in the first part of Channel C, and
logically the solution obtained in Channel B can be compared
with the solution in the second part of Channel C.

This test can be done since the PI-controllers have the ability to
specify the pressure to any degree of accuracy. Note that to per-
form this test with a P-controller would be cumbersome, since
it would require an iteration procedure to specify the pressure
to a high degree of accuracy.

This approach will give an idea of the performance of the
boundary conditions, furthermore it is even possible to extract
approximate values of .Z; at x = L from Channel C and compare
them with the values for Channel A and B. Here, however, the
discussion is restricted to comparing the converged solution for
the three cases.

Boundary conditions for Channel C: The same channel as
earlier in this section is calculated, but now with length 2L. The
boundary conditions are the same as before, specifying the out-
let pressure p.. with a PI-controller and setting the inlet velocity.

Boundary conditions for Channel A: To compute the first part
of the channel, the same boundary conditions as for Channel C



Figure 1: Test case for evaluating the boundary conditions.

were used, except that the pressure p; = py—y obtained atx =L
from Channel C was specified instead of pe.

Boundary conditions for Channel B: A natural choice would
be to specify boundary conditions for Channel B as for Channel
A and Channel C. That is by reading the velocity profile atx =L
in Channel C, and specify this at the inlet. However, this way
of specifying boundary conditions is already tested for Channel
A. Since the flow in Channel B is fully developed, boundary
conditions for fully developed flow can be tested instead.

For the second part of the channel, a PI-controller was applied
for the pressure at both the inlet and outlet, i.e. specifying pr.
at the inlet and p. at the outlet. According to theory, one
more boundary condition must be specified at the inlet, so a
P-controller for the v-velocity was used.

This problem was computed with the RKFD approach and gave
excellent results. In order to compare and quantify the error, the
relative difference between the simulations has been calculated.
The relative error is defined by:

Hr—1L
far

where f5; is evaluated in Channel C. f7 is evaluated in Channel
A when 0 <x < L and in Channel B when L < x < 2L. The error
is computed in all points, except where f5; is zero. To simplify
the comparisons, it makes sense to use the maximum of e(f) as
a measure of performance.

e(f) = ; (37

In Tab. [l Channel A and C are compared for three computa-
tions. The first column tells which variable is compared, and
the second column at which point the comparison is done. For
instance (mx,2) is at the maximum in x-direction and point 2 in
the y-direction. In the next column, the label 2x-8f means that
the spatial derivative operator is second-order, and the filter is
eight-order.

The first to be read from the table is that the error goes signifi-
cantly down when filtering is applied, and slightly down when
the order of the spatial operator is increased. Second, when the
error in the u-velocity is as low as 1- 107> it is for most practi-
cal purposes zero. It is then reasonable to conclude that a filter
should be applied when available. This is confirmed when the
grid resolution is increased, since then the computations were
unstable when filtering was not applied.

When comparing Channel B and C, similar results as when
comparing Channel A and C are obtained.

Concluding remarks

Characteristic based boundary conditions have been reviewed
for single-phase flow. The method of avoiding a drifting pres-
sure has been analysed, and this method turns out to be the im-
plementation of a control function for estimating the incoming
wave amplitude.

Table 1: Comparison of Channel A and C for the RKFD com-

putations

e(f) (i,)) 2x-NO 2x-8f 8x-8f
u  (mx,2) | 00031 9.6-10° 6.45-107
u (2,2) 0.0013  1.8-107°  1-107
p any | 121077 43.1007  9.107%

The hypothesis of the use of control functions has been tested
for single-phase, and been verified.

Particularly P- and PI-controllers have been tested with differ-
ent arrangements. When the start term for the controller was
zero, the P-controller gave the best convergence. However, it
was not able to specify the imposed value. The PI-controller
made it possible to specify a given value. Based on this the PI-
controller was preferred. The case when the PI-controller have
been used to set the inlet as well as the outlet had better per-
formance in the tests, except on convergence. The case where
the inlet values are set directly had almost as good results as the
others. Therefore, setting the inlet values directly may in some
cases be the best choice.

This work has been sponsored by the Research Council of Nor-
way. *
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